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The use of explicit hypothesis testing in ecological and evolutionary studies has
been the subject of much recent discussion. In the past several years, a number of
workers have been severely criticized for a failure to pose and test alternative
explanations for patterns observed in nature (e.g., Abbott et al. 1977; Connor and
Simberloff 1978; Grant and Abbott 1980; Simberloff 1978; Strong et al. 1979;
Simberloff and Connor 1981) and several philosophical overviews have recently
been published (Peters 1976; Levins and Lewontin 1980; Simberloff 1980; Strong
1980). The intellectual basis for this discussion is not new. In the early seven-
teenth century, Francis Bacon (particularly the Novum Organum, 1620) discussed
the role of proposing alternative explanations and conducting explicit tests to
distinguish between them as the most direct route to scientific understanding
(Eiseley 1973). Popper had outlined his formulation of proper scientific method by
1934. In an influential paper, Platt (1964) characterized explicit formal hypothesis
testing in science as ‘‘strong inference’’ and argued that it is a hallmark of virtually
all scientific progress:

Strong inference consists of applying the following steps to every problem in science, formally,
explicitly, and regularly:

1) Devising alternative hypotheses;

2) Devising a crucial experiment (or several of them), with alternative possible outcomes, each of
which will, as nearly as possible, exclude one or more of the hypotheses;

3) Carrying out the experiment so as to get a clean result;

1) Recycling the procedure, making subhypotheses or sequential hypotheses to define the pos-
sibilities that remain; and so on (p. 347).

. .. For exploring the unknown, there is no faster method; this is the minimum sequence of steps (p.
347).

It seems to me that the method of most rapid progress in . . . complex areas, the most effective way to
use our brains, is going to be to set down explicitly at each step just what the question is, and what all
of the alternatives are, and then to set up some crucial experiments to try to disprove some (p. 352).

In this formalism, correct explanations cannot be proven deductively, except
by eliminating all possible alternatives, but incorrect explanations may be dis-
proven by contradictory experiments or observations (Popper 1959, 1972, 1983a).
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Popper (1959, but see 1983a, 1983b) argued explicitly that estimates of probability
are unfalsifiable, and thus not subject to scientific test under criteria of disproof.
In general, propositions not subject to rejection by contrary observations are
denied status as scientific theories in the Popperian model. Useful empirical
generalizations with known exceptions, including most biological ‘‘laws’’ seem to
fall in this category. Perhaps the best known consequence of this viewpoint is
Popper’s celebrated denial that Darwin’s theory of evolution by natural selection
is a valid scientific theory (1972, 1976; see also Peters 1976). Clearly this argument
in its simplest form poses major problems for ecologists and evolutionary biolo-
gists. Postulated ecological causes or relationships can rarely be strictly dis-
proven, although they may often be shown to be unimportant or improbable.
Tests of historical causality and experiments with evolutionary constraints are
often impossible in principle to perform.

In practice, the logic of ecological and evolutionary research differs from the
Popperian model in being largely inductive. Biologists usually rely on a methodol-
ogy much akin to statistical hypothesis testing, in which potential causal pro-
cesses are identified, and their probable contributions are evaluated, weighted,
and tentatively generalized to other situations. Generally, the object of investiga-
tion is the proportion of observed variation that may be explained through the use
of one or more predictors (e.g., food limitation, predators, soil nitrogen, etc.), and
the proportion that is to be ascribed to ‘‘chance.”” The predictors of ‘‘statistical
hypotheses’ are chosen in part for reasons of simplicity, measurability, and
tractability, and represent deliberately oversimplified caricatures of the assumed
underlying processes. ‘‘Chance’’ refers less to true physical randomness than to
the contributions of the large number of deterministic effects not included in the
model. It is insufficiently appreciated that hypothesis testing in this sense is an
inductive or even descriptive procedure, and does not correspond especially
closely to the deductive logic of ‘‘strong inference.”” The use of the words
“hypothesis testing’’ for both certainly has helped obscure the differences. The
logic of statistical inference has been developed at length by Hacking (1965) and
many others, and will not be reviewed here.

From the formal deductive model, Platt (1964) and others derive a prescription
for proper and efficient scientific methodology: that potential explanations should
be explicitly listed and incorrect ones systematically eliminated, leaving an ever
dwindling number of possibilities within which the truth presumably must lie. The
simplicity of this prescription and its apparent success in some physical sciences
and experimental areas in biology belie the difficulty of its application to complex
systems of multiple causality, such as those usually studied in ecology and
evolution. Implicit in ‘‘strong inference’’ is an assumption that the competing
hypotheses to explain observed phenomena are general, mutually exclusive, and,
to some extent, exhaustive. Falsification by observation or experiment occurs
only to the extent that a hypothesized cause of an observed phenomenon can be
shown not to operate at all, and is informative only to the extent that the disproof
may be generalized to other situations. However if many causes contribute to an
observed pattern, none will be eliminated from consideration by a properly
designed experiment. Generally, no single cause can be shown to account for all
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of the observed variation in patterns and processes in natural communities. The
objective of investigation in cases of this sort is not to determine the single cause
of a pattern, as no such cause exists, but rather to assign relative importances to
the contributions of, and interactions between, a number of processes, all known
or reasonably suspected of operating to some degree.

A number of epistemological and historical critiques of the usefulness of a
strong inference model of scientific method now exist. The limitations of purely
deductive logic and the doctrine of disproof of specific hypotheses as a prerequi-
site to progress have been developed at length by Lakatos (1970, 1974) and others.
Some philosophers dispute both the possibility of objective criteria for scientific
truth in many kinds of investigation (Feyerabend 1975) and the desirability of
complete objectivity on the part of individual scientists (Campbell 1979). It is
certainly true that the history and sociology of actual scientific advances often
correspond poorly to the process envisioned in the hypothetico-deductive model
(Kuhn 1970; Brush 1974). Nevertheless, many ecologists and evolutionists appear
to accept ‘‘strong inference’’ as the proper model for investigation of complex
biological phenomena.

In the ensuing discussion, we will be less concerned with formal method than
with examples of specific applications to ecological research. We accept that
formal methodologies, even if imperfect, are often useful in clarifying logical
stuctures of arguments and in identifying avenues of thought that might otherwise
be missed. However we believe that attempts to force study of highly overlapping
mechanisms of ecological and evolutionary change into a rigid hypothetico-
deductive mold have the potential to detract from understanding. We see three
major classes of problems.

1. Formal hypotheses generally cannot usefully be posed in a way that allows
meaningful disproof of a finite number of discrete possibilities. Possible contribut-
ing causes are not ‘‘hypotheses’” of hypothetico-deductive reasoning, because in
patterns with multiple causes, it is not possible in principle to perform *‘critical
tests’’ to distinguish between the ‘‘truth’’ of processes occurring simultaneously.

2. Treating possible contributing causes as distinguishable hypotheses leads to
univariate critical tests. However, the behavior of a multivariate process may not
be safely inferred from any combination of univariate tests if there are strong
interactions among contributing causes.

3. In the hypothetico-deductive formalism, understanding is only increased
when a hypothesis is rejected. Thus it may be presumed that acceptance of
ecological or evolutionary causality only conveys information when a converse
“null hypothesis’” of nonexistence of the cause has been rejected (e.g., Strong
1980); however propositions about causality in natural communities rarely have
single or simply stated converses. In practice, reliable null hypotheses may often
be impossible to construct, as we generally cannot deduce the nature of the
expedted patterns that would evolve in the' absence of any given biological
process. In most cases, gven if a ‘‘null hypothesis’ can be posed, it has no
probability of being strictly correct, and a sufficiently sensitive critical test will
necessarily lead to rejection. Thus testing a ‘‘null hypothesis’’ would appear to
have no value in formal deductive logic. In practice, null hypotheses represent
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reference points for measurement (an inductive procedure) rather than constructs
of deductive logic. In this respect, they are similar to other biological models,
such as optimality or Leslie matrix formulations, which also may provide useful
approximations to some natural processes, but have no probability of being
strictly true. The usefulness of any model in this regard depends upon the reliabil-
ity of its formulation.

The first point seems self-evident. A moment’s reflection will reveal that test-
able statements about causal relationships in ecology and evolution are virtually
never posed in a way that makes ‘‘alternative hypotheses’’ mutually exclusive.
This is particularly true when processes may vary over a continuum (e.g., the
relative unpalatability of a mimic in Batesian vs. Miillerian mimicry). It may often
be useful to classify continuously varying phenomena into a finite number of
discrete categories. It does not seem reasonable, in a quest for methodological
purity, to require the use of predefined categories in order to permit falsification of
discrete statements. Attempts to force observations into categories erected for
other purposes or circumstances can easily lead to overlooking unique character-
istics of a particular situation. As an illustration of this problem, consider the
proposition that competitive processes structure natural communities. The hy-
pothesis that competition is the exclusive determinant of species’ ranges and
abundances can of course be rejected a priori, as can the ‘‘null hypothesis’’ that
competition has exactly no effect. In practice, we hope to measure the relative
impacts of competition and perhaps predation or soil structure, but it is not at all
clear what kind of discrete hypothesis such an endeavor could reject. (We may, of
course, conclude that the contribution of competition is too small to measure, but
that is a matter of probable strength, not existence, of competition as a possible
contributor to the observed pattern.)

The second point is closely related to the first. Effects of simultaneous pro-
cesses often do not combine additively. Thus attempts to perform a series of
univariate ‘‘tests’’ of individual causal factors may misestimate their actual contri-
butions. Yet under a formal hypothetico-deductive scheme, interactions between
mutually exclusive causes are not possible. Here again, we argue that appropriate
biological methodology is often more analogous to standard statistical hypothesis
testing than to ‘‘strong inference.’’ Testing for nonadditive interactions is of
course a standard part of multivariate experimental design and statistical analysis.

The third class of problems is related specifically to the use of ‘‘null hypoth-
eses’’ in the study of natural communities. A number of workers have proposed
the routine application of noninteractive ‘‘random’ models as alternatives to
models involving interspecific interactions (Caswell 1976; Connor and Simberloff
1978; Lawlor 1980; Strong et al. 1979; Simberloff 1978). Plausible ‘‘random’’
models involve a variety of biological assumptions about the nature of the species
involved, their vagility, colonization processes, population growth, the carrying
capacity of the environment for individuals and species, and related phenomena
(Grant and Abbott 1980; Colwell and Winkler 1983). As with any other contribyt-
ing causes, it is inhnitely unlikely that‘these processes explain all of the observed
variation in nature, and thus the ‘‘null hypotheses’” merely represent some of the
many feasible determinants of community structure whose relative contributions
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might be assessed. The value of ‘‘null models’’ is certainly as a construct from
which departures may be measured to estimate the impact of processses (e.g.,
competition) not embodied in the model. The reliability of such estimates, how-
ever, depends upon being able to state the model explicitly and estimate its
parameters more accurately than those of the process being evaluated. Null
hypotheses in ecology are often unsatisfactory because they are virtually impossi-
ble to specify completely, or require knowledge unavailable directly and difficult
to estimate independently of the pattern being studied.

We will develop these themes further using examples from published studies
revolving around a theme of hypothesis testing. Our object is not to criticize the
particular findings of the studies chosen, which as a whole represent laudable
attempts to systematize and organize an often diffuse and nonrigorous literature,
but rather to illustrate that rigid adherence to a logical formalism of testing and
rejecting (or failing to reject) supposedly alternative explanations can easily lead
to rigorously fallacious conclusions.

NON-ALTERNATIVE HYPOTHESES—MECHANISMS OF PLANT SUCCESSION

Plant succession was originally viewed as a process in which earlier colonists
change the physical conditions in a newly available or disturbed habitat, thereby
rendering it suitable for later colonists who could not have survived the earlier
conditions. In the process these later colonists change conditions so that the early
ones cannot persist. In its extreme form, succession was viewed as analogous to
ontogeny, with earlier stages (species) being necessary to pave the way for later
stages (Clements 1916, 1928, 1936). From the beginning this view was challenged
by Gleason (1917, 1926, 1927) and others, who felt that the paucity of late
successional species in recently disturbed sites represented slow dispersal and
growth, rather than any general need to have the habitat modified by earlier
colonists. (See Drury and Nisbet [1973] for a review.)

More recently, Connell and Slatyer (1977) proposed that successional patterns
may be characterized as belonging to one of three alternative types, which they
term ‘‘facilitation,”” ‘‘tolerance,’’ and ‘‘inhibition.”’ Facilitation represents the
classical view of succession in which early colonists are required for, or increase
the rate of establishment of later species. Inhibition occurs when early species
retard the arrival or establishment of later species. Tolerance is more akin to a
Gleasonian view of succession, in which all species can invade immediately
following a disturbance. Late successional and climax species come to predomi-
nate because they persist longer than early species, and slowly replace them as
they die or are removed by local disturbance.

The three successional models are presented as alternative in the sense that
properly designed experiments can in principle distinguish which one actually
describes any particular situation (Connell and Slatyer 1977). A sufficient test then
is whether late successional species become established more rapidly, less rap-
idly, or equally rapidly, relative to a control, in a plot in which an early species has
been thinned or removed (Sousa 1979). Clearly if this experiment were performed
in an undisturbed community consisting of one successional and one climax
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species, the possible outcomes are that removal of the successional species will
slow (facilitation), accelerate (inhibition), or possibly have exactly no effect
(tolerance) on the later species. In this case, the three models are mutually
exclusive and exhaustive. Tolerance, however, appears to be a null hypothesis, of
measure zero, to the other two, unless some arbitrary set of weak interactions is
assumed equivalent to no interaction, as in applied inferential statistics.

In almost any more complex case, experimental results that do not allow one to
distinguish between the ‘‘alternative’” processes are possible, or even probable.
Performing the test with two species requires knowledge of which species is
“‘climax’’ and which ‘‘successional.”’ If both species persist over long periods of
time, one species accelerates establishment of the second, and the second inhibits
establishment of the first, facilitation and inhibition could be said to occur simulta-
neously. Alternatively, at low densities, one species might facilitate the establish-
ment of the second (e.g., by fixing atmospheric nitrogen), but at high densities
inhibit it (perhaps by shading). The problems become further magnified when
more than two species are considered. In multispecies successions it is generally
impossible to rank species exactly in competitive ability or order of appearance
(Quinn 1979, 1982, in prep.); thus ambiguities must be present in the model and
experimental procedure. Cases of intransitive competitive relationships (A dis-
places B, B displaces C, but C displaces A; Buss and Jackson 1979) seem
particularly difficult to incorporate into Connell and Slatyer’s formalism. Prob-
lems of density-dependent interactions are magnified by the possibility of interac-
tion (e.g., A and B individually facilitate C, but a mixed stand of A and B inhibits
the establishment of C). Finally, it seems likely in any complex succession, that
some early colonists (e.g., nitrogen fixers) will facilitate later invaders, whereas
other early colonists, if established, will slow the arrival of later invaders. In this
case, assignment of the appropriate ‘‘alternative’’ hypothesis will depend upon
the successional species chosen for experimentation.

The inability of three simple characterizations to encompass the full diversity of
successional processes should be neither surprising nor disturbing, and in some
circumstances these simple models may be quite useful (Connell and Slatyer 1977;
Usher 1979; Quinn 1979; Sousa 1979). Models of succession, however, illustrate
the general problem that nontrivial simple hypotheses about complex systems are
never exactly correct. In general, as detailed knowledge of natural history in-
creases, cases that do not fit any of the hypotheses directly, and contain major
elements of several, are sure to arise. In such cases, understanding may be better
served by direct communication of results of observations and experiments de-
signed to measure underlying processes, rather than by forcing observations into
the form of a set of artificially distinct ‘‘hypotheses.”’

INTERACTION BETWEEN HYPOTHESES—DISTRIBUTIONS OF INTERTIDAL ORGANISMS

Ecology textbooks are replete with studies of the causes of distributional limits
of species (Krebs 1978; Whittaker 1975). Some of the classical studies come from
intertidal communities, in which abrupt limits in vertical distribution of species
are often observed (Lewis 1964; Stephenson and Stephenson 1972; Ricketts and
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Calvin 1968; Carefoot 1977). Connell (1961a, 1961b, 1970) demonstrated that the
distributions of barnacles on rocky shores could be experimentally modified by
removing competitors or predators. His suggestion that upper limits to distribu-
tions are limited by physical tolerances (e.g., desiccation, freezing, or heat) and
lower limits by biological interactions (e.g., predation and competition) is now
well established. For any given species, this suggests a series of critical experi-
ments to distinguish between major hypotheses for the causes of distributional
limits. Frequently considered hypotheses include: (1) The limits represent physio-
logical limits for survival. (2) The species does not recruit into the area. (3) Limits
are set by the action of a competitor. (4) Limits are set by predation.

The hypothesis that a species is not found outside its adult range because of
failure to disperse or settle into the area may be rejected by showing that recruits
settle into the area (Connell 19615). This could be done by providing free sub-
strate, e.g., a cleared caged plot or settling plate, and by finding natural recruits.
Physical limitation could be eliminated by showing that individuals survive after
being transplanted outside their normal range and given appropriate protection
from other species (perhaps by caging). Limitation by a ‘‘biological enemy,’’ such
as a competitor or predator, would be indicated if removal of the second species
led to an increase in range, and rejected if it led to a decrease or did not change.

Clearly the hypotheses posed above are not of necessity mutually exclusive. It
would be quite possible to have distributional limits affected simultaneously by
increasing physical stress, competition, and predation. A more subtle problem
emerges when actual experimental results are examined. In most studies, physical
stress does not appear to determine the lower limits of intertidal distributions
(reviewed by Connell 1972; Carefoot 1977). Yet experiments frequently produce a
pattern that would appear to lead to rejection of a hypothesis of limitation by a
second species. When a generalized predator is removed, distributions of many
prey species typically contract as they are displaced by one or a few dominant
competitors. This has been termed a ‘‘keystone predator’’ effect (Paine 1969), and
has been repeatedly observed in the field and produced in controlled experiments
(Paine 1966, 1971; Harper 1969; Paine and Vadas 1969; Connell 1971, 1978;
Dayton 1971; Lubchenco 1978; among others). Even though these observations
would appear to reject biological limitation hypotheses, the experimental outcome
of the ‘‘critical experiment’ on predators clearly results from an interaction of
predation and competition, and produces an effect opposite to that predicted from
the action of either alone (e.g., removal of a ‘‘biological enemy’’ results in
contraction, rather than expansion of range).

Analogous results have been found for interactions between physical stress and
competition (Dayton 1971; Levin and Paine 1974; Connell 1978; Sousa 1979; Paine
and Levin 1981). It seems a common characteristic of marine benthic communities
that physical factors causing chronic mortality actually contribute to the persis-
tence of many species by simultaneously removing their principal competitors.
Paine (1979) has found that three-way interactions between competition, physical
disturbance, and dispersal ability are needed to explain the persistence of a
common seaweed. Similarly, physical disturbance in the form of wave shear often
appears to decrease predation rates, diminishing the keystone predator effect and
increasing the probability of competitive exclusion (Quinn 1979).
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In all of these cases, much of the convincing evidence for the roles of, and
interactions between, causative factors comes from controlled experiments. Al-
though frequently undertaken with the intent of falsifying the hypothesis that a
predator causes prey distributions to be as they are, the principal value of a
predator removal experiment seems to be as a relatively direct measure of the
effect of the predator on prey distributions. Experiments to clarify ecological
causality would seem to be more appropriately directed toward measuring the
impact of, and interaction with, potential influences, rather than somehow
eliminating all but one by experiment.

““NULL’’ HYPOTHESES

In order to safely estimate the impact of a particular causative factor, it is
necessary to examine two situations in which the strength of the putative cause
differs. This is frequently accomplished by comparing situations in which the
factor operates with ones in which it is absent. In experiments, controls allow this
comparison, but in systems not amenable to experimental manipulation, appropri-
ately constructed null models are used to describe the system in the absence of the
action of the postulated causal process.

Perhaps the most troublesome applications of null model techniques in ecology
involve attempts to study the importance of interspecific interactions, particularly
competition, in determining species’ distributions and abundances. Effects of
interspecific interaction are notoriously difficult to measure directly without re-
course to experimental techniques, which in many cases are infeasible. Natural
communities without interspecific interaction do not exist, and thus may not be
called upon as reference points for comparison. ‘‘Null models’’ are therefore used
to mimic the behavior of hypothetical noninteractive communities.

Null models are in no sense uniquely defined for any natural setting. There
seems little possibility species numbers and distributions can generally be de-
duced from first principles (but see Caswell 1976). More biological reality may be
incorporated in the form of species to be considered, physical and spatial limita-
tions on species movement, survival, population growth, and interspecific differ-
ences in mortality, resource use, and habitat preference. The choice of such
factors considered may drastically alter the predicted nature of the ‘‘null’’ com-
munity. The precision and accuracy with which comparisons can be made de-
pends on the reliability of estimates of biological parameters of the ‘‘null’’ models.
In many models, estimates cannot be made independently of the actual distribu-
tions to which predictions of the model will be compared, and statistical infer-
ences about the predictive power of ‘‘null”’ models may be extremely prob-
lematical.

As an example of proposed applications of null models, we will examine studies
of the distribution of animals on islands, but many of the difficulties we will
discuss apply more generally to the problems of estimating the behavior of any
null hypothesis of no interaction in nature.

One approach to studying community dynamics has been to take advantage of
“‘natural experiments,’’ or partially isolated and replicated communities, such as
biotas of islands in archipelagoes. Observed patterns are compared with those
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predicted by particular models or theories. This technique has been used exten-
sively to explore the role of interspecific competition in structuring island verte-
brate communities (Diamond 1970, 1978; Grant 1966, 1968, 1969; Schoener 1974,
1975). Agreement between prediction and observation has been taken as support
for the applicability of theories of exploitative competition and niche differentia-
tion. This approach has been criticized severely for failure to first test the ‘‘null
hypothesis’’ of a noncompetitive community randomly assembled from available
colonists to the islands. The critics insist that no interaction may be inferred from
distributional data unless the noninteractive case can be rejected (Connor and
Simberloff 1979; Strong et al. 1979).

In almost all cases, the hypothesis that island biotas represent random subsam-
ples of the potential colonists that arrived on the islands in the past is posed as an
alternative to an important role for competition. (It is rarely specified whether the
arrivals of interest are individuals or species.) Unfortunately the actual arrivals
are not known in any cases of interest and must be inferred from present distribu-
tional data of some kind. In the case of island biotas, reliable estimation of the
expected distribution of colonists in the absence of interspecific interaction on the
islands requires a number of biological assumptions that seem no more compelling
than that of competition.

1. The species pool sampled must be taxonomically appropriate. Grant and
Abbott (1980) have observed that the power to detect interspecific interaction
declines as more distantly related taxa, presumably less likely to have a major
impact on one another, are included in the species pool. Support for this conten-
tion comes from Connor and Simberloff’s (1979) analysis of the occurrence of
pairs and trios of bird or bat species in the West Indies. Exclusive pairs or trios of
species within the same family occur 37%-56% more frequently than predicted by
the “‘null hypothesis,’” whereas exclusive pairs and trios chosen without regard to
family never show a deviation of more than 7%. In all of the West Indies
comparisons presented, exclusive groupings appear more frequently than pre-
dicted by Connor and Simberloff’s particular model of ‘‘chance.’’ This is consis-
tent with the qualitative predictions of competitive structuring, but the apparent
strength of the competitive effect would appear to be stronger within a family.
Processes other than competition may, of course, also be consistent with these
observations (Simberloff and Connor 1981).

2. The geographic source of potential colonists must be specified to estimate the
source pool. How this is done will depend on the particular model. In cases where
colonists are assumed to come from a mainland source (MacArthur and Wilson
1967; Simberloff 1974), the number of species, and their relative abundances and
probabilities of reaching an island will all depend upon the extent of the presumed
source area. Larger areas will place more species in the estimated colonist pool,
but more distant individuals or species will have lower expected arrival rates. In
actuality, the potential source areas are likely to vary from species to species, not
necessarily independently of the competitive processes to be tested against the
“‘non-competitive’’ colonization ‘model. The source estimation is further con-
founded if colonization occurs between islands, as the source may not be es-
timated independently of the distribution of species used in the test.

3. The probability of arrival and establishment must be known for each species.
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The implicit assumption in many simple models (e.g., MacArthur and Wilson
1967) that each species in the pool is equally likely to invade is certainly not
strictly true, and for many purposes does not provide even a useful approxima-
tion. However, the actual probability of invasion and persistence, even in the
absence of interspecific interaction, is a function of the probability, or rate, of
arrival, the probability of increase in numbers once present, and the probability of
extinction following establishment. These probabilities will vary with abundance
and distribution within the source area, vagility, distance from the source, birth
and death rates under the particular (presumably variable) physical conditions and
resource levels on each island, and in the case of many active dispersers, such as
birds, individual choice. Under most conditions, few of these parameters are
likely to be known much more reliably than the intensity of competition. A
methodology which requires their use to establish the reality of interspecific
interaction seems destined to failure.

One way of dealing with some of these estimation problems has been to
estimate the probabilities of arrival and establishment of species from the propor-
tion of islands in any size class occupied by a particular species (the ‘‘incidence
function’’ of Diamond [1975]; Connor and Simberloff 1979; Simberloff and Con-
nor 1981). This technique, however, yields predictions of species distributions
derived from the distributions used to test the predictions, so the test is in no way
independent. In particular, post-colonization competitive exclusion will be incor-
porated into the estimate of noninteractive colonization rates, artificially improv-
ing the fit to the noninteractive model (Colwell and Winkler 1983; Diamond and
Gilpin 1982).

4. Parameters of the noninteractive model must not be estimated from an
interactive biota. In some cases, such as the examination of bill-size ratios in
insular birds, the species interaction hypothesis is that the patterns observed are
those allowed by the predicted competitive interactions, e.g., some limiting simi-
larity and even spacing of sizes (Schoener 1965, 1974; Grant 1968; Abbott et al.
1977). The corresponding null hypothesis is that the distribution of the character is
that which would arise in the absence of interaction. There seems no a priori basis
for choosing such a distribution. Clearly not all bill sizes are equally probable, and
those observed may be the result of a variety of unknown historical events,
including competition. One estimation procedure that has been aitempted has
been to choose species randomly from the species list of a presumed source area
and to use the character distributions from those samples as the ‘‘null’’ distribu-
tion (e.g., Strong et al. 1979; Schoener 1983). However the degree to which these
samples mimic a noninteractive pattern surely depends upon an assumption that
the source pool is essentially noninteractive. Subsampling from a fauna highly
structured by competition no doubt yields samples showing considerable competi-
tive structure. For example, if there were a *‘limiting similarity’’ principle operat-
ing in the source pool, there could be no species more similar than the limiting
amount in even the most noncompetitive derived fauna (see also Colwell and
Winkler 1983). Yet it is clearly unreasonable to require that the role of competition
in a complex source fauna be understood in order to permit study of competition
in a simple island fauna.

The bottom line is that, no matter how heuristically desirable it may seem,
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measuring the impact of biological interaction against the reference point of a
noninteractive null hypothesis is often not a realistically achievable goal. The
characteristics of a noninteractive biota are not known from first principles, and
cannot be empirically measured. Estimation of its characteristics depends upon
knowledge of other biological parameters, such as distribution and abundance
patterns in the source area, dispersal distances, detailed colonization processes,
etc., that are no better established than the consequences of interspecific interac-
tion. In practice, the purported null hypotheses are better viewed as dispersal
models, alternative causes in the non-mutually-exclusive sense discussed above.
Viewed this way, ‘‘random’’ or ‘‘null”’ models have no ‘‘logical primacy’’ over
other possible causative factors in the sense claimed by Strong (1980). On the
other hand, we agree with Simberloff and Connor (1981) that the ease of con-
structing noncompetitive models which predict patterns similar to those osten-
sibly resulting from competition makes the measurement of competitive effects
from distributional data unreliable, and a conclusion of strong competitive effects
uncompelling in most cases. When feasible, direct experimentation is desirable
(see also Connell 1975; Dunham 1980; Grant 1972; Hairston 1981; Paine 1966,
1971). We find Simberloff and Connor’s claim that a random colonization model is
more ‘‘parsimonious’’ than a contpetition model to be distinctly a matter of taste.

DISCUSSION

Throughout this paper, we have argued that a strict application of a formal
‘‘strong inference’’ methodology to elucidating potential causes of patterns in
nature is frequently infeasible. Putative causes generally cannot be stated in a way
that they are either mutually exclusive or potentially global in their application.
Critical experiments to distinguish between the truth of ‘‘alternative’’ causes
cannot be performed in principle, and the criteria for, and logical import of,
falsification of a potential cause is unclear. We believe that rigid insistence on the
““hypothesis testing’’ formalism has the potential to distract from understanding in
several ways. Treating useful generalizations, such as models of succession, as
well-defined alternatives denies the possible richness of a continuous range of
possible outcomes and suggests inappropriate experiments to distinguish between
single points in that range, each infinitely improbable as a description of the actual
truth. Non-alternative causes may interact and influence patterns observed in a
way that will not be detected by the kind of univariate critical experiment that
would be used to attempt to reject proper Popperian mutually exclusive hypoth-
eses. As illustrated by the discussion of a simple interaction in the intertidal zone,
such experiments can even lead to erroneous rejection of an important causal
process.

Processes contributing to pattern in natural communities do not often lend
themselves to easy statement as hypotheses of hypothetico-deductive formalism,
since relative contribution and possible interaction are the objects of investiga-
tion, not truth or falsity of the process. Ostensible ‘‘critical tests’’ often have
value in measuring these contributions. ‘‘Rejection’’ sets the statistical limits of
detection as probable upper bounds to the estimate of the process’s relative
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impact. Thus the role of the null hypothesis is as a reference point for measure-
ment of unknown departures, in the spirit of statistical hypothesis testing, rather
than as an alternative hypothesis with some probability of being strictly true, in
the sense of ‘‘strong inference.”” ‘“‘Null’”” models are not the only possible refer-
ence points. For example, optimality models may serve a similar role, also with no
probability of representing strict truth.

In other cases, logical reference points may not exist. For example, in a study of
temperature effects, a null temperature analogous to a null model of no competi-
tion is difficult to define. Most investigators would proceed, if possible, to manipu-
late temperature experimentally, and measure its effect by regression. By the
same logic, there seems no logical imperative that a null model be considered (or
as we have argued, even be usefully definable) in an ecological or evolutionary
investigation.

We do not intend, in any of our discussion, to downplay either the value of
considering multiple approaches to biological problems, or the dangers of attempt-
ing to demonstrate preconceived causality without adequate consideration of
other potentially contributing processes (Chamberlin 1897; but see Campbell
1979). We believe, as do most of the outspoken advocates of formal hypothesis
testing, that controlled experimentation, when feasible, is a powerful technique
for removing uncertainty from our understanding of the natural world. We sug-
gest, however, that ecology and evolution are not blessed with clearcut criteria for
acceptance of theories, much less methodological prescriptions or requirements
for successful science. We view the changes of understanding in these fields as
perhaps more akin to Kuhn’s model of the establishment of paradigms in science
than to Platt’s model of strong inference, although we see no reason to distinguish
between large scale changes in viewpoint (if there have been any since Darwin)
and more modest theoretical advances. Theories are embraced when, in part, a
relatively simple explanation seems to account satisfactorily for much of a com-
plex set of observations, and are abandoned or modified as the weight of post hoc
additions becomes a burden, and other, comparably simple and appealing view-
points are suggested. Consideration of alternatives and careful experimentation
obviously contribute to this process. Formal method is a guide to innovation,
however, not a requirement, and healthy skepticism toward a single methodolog-
ical model seems thoroughly as appropriate as toward any other claim of scientific
truth.

SUMMARY

Theories of causality in ecology and evolution rarely lend themselves to analy-
sis by the formal method of ‘‘hypothesis testing’’ envisioned by champions of a
‘“‘strong inference’’ model of scientific method. The objective of biological re-
search typically is to assess the relative contributions of a number of potential
causal agents operating simultaneously. Sensibly stated hypotheses in the
methodology of most field investigations are similar to hypotheses of applied
statistics. They are not intended to be mutually exclusive, in any sense exhaus-
tive, or global in their application. It is not possible in principle to perform a
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‘““‘critical test’’ or experiment to distinguish between the truth of ‘‘alternative
hypotheses’’ if the proposed causal processes they caricature occur simulta-
neously.

We consider several examples in which a rigid hypothetico-deductive
methodolegy applied to nonalternative ecological ‘‘hypotheses’ could lead to
fallacious conclusions. It has been proposed that processes of ecological succes-
sion may be separated into alternative modes of ‘‘facilitation,”” ‘‘inhibition,”’ and
“‘tolerance.”’ Yet attempts to experimentally reject one or more of the supposedly
distinct hypotheses cannot;.‘in principle, distinguish between them in a variety of
biologically interesting cases. In studies of the limits of distributions of intertidal
organisms, reasonable univariate experimental tests of possible causes would lead
to rejection of ‘‘biological enemy’’ hypotheses when a ‘‘keystone predator effect’’
occurs because the interaction between competition and predation reverses the
direction of the effect on some prey populations expected from either process in
isolation.

Particular problems arise when ‘‘null models’’ in ecology are treated as hypoth-
eses of ‘‘strong inference.’’ Models of ecological or evolutionary causality rarely
have single or easily stated ‘“‘null’’ converses. Tractable null models have no
probability of being strictly true, and thus may be rejected a priori as hypothetico-
deductive constructs. In practice, their role is as a reference point for measure-
ment of departures. Their usefulness in this regard depends upon the reliability
with which the characteristics of biology without interaction can be estimated.
Applied to studies of interspecific competition through the use of species distribu-
tions, purported null hypotheses make different biological assumptions than those
of the interactive models. They seem neither especially more reliable nor in any
way more fundamental. We see no reason to accept the recent claims that ‘‘null
hypotheses,”” as applied in ecology and evolution, have any logical primacy or
greater parsimony than other approaches to partitioning the variation observed in
natural communities among the contributions of many observable causes.

Careful consideration of possible explanations and controlled experimentation
contribute a great deal to ecological and evolutionary knowledge. However, we
believe that the hypothetico-deductive model of scientific method can provide
misleading prescriptions for efficient investigation and acceptance of evidence in
phenomena with multiple causes, and should be applied with appropriate skepti-
cism.
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